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2. Single Instance Methods

2.2 Blind Image Deblur
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𝒚 = 𝒌 ∗ 𝒙 + 𝒏

Our Method: DIP + SIREN

Challenges: low signal-to-noise ratios, Unknown kernel 

Size, no reliable ground truth

Blur and Noisy Input BID Reconstruction

2.3 Phase Retrieval

Forward Model: 
𝒚 = ℱ 𝒙 𝟐

Our method: Double-DIP

3. Data Driven Methods

3.2 Symmetry Breaking

3.1 Curse of Data Driven Methods - Symmetries

Mapping the data points to a 

Smallest, Representative and 

Connect Set

3.3 Apply Symmetry Breaking on PR

Square Root Example

Our Solution – two stage symmetry breaking

Results

𝑦 = 𝑥2

Larger Dataset, Worse Performance 

Forward Model of Blurring Process

Scanning transmission electron microscopy (STEM)

1. Background

Estimating Ground Truth 𝒙 from
Observation 𝒚 ≈ 𝒇(𝒙)

Inverse Problems:

Methods:

• Maximum A posteriori Method

min
𝒙

ℓ 𝒚, 𝒇 𝒙 + 𝝀𝛀(𝒙)

• Single Instance Method

• Data Driven Method

Sharp GT 𝒙Blur Input 𝒚 Blur Kernel 𝒌

Scientific Application

Observation 𝒚 GT 𝒙

Challenges for the Real-World Deblur
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Dense Sparse

High Noise

Low Noise

• Unknown Kernel Size
• substantial noise

2.1 Deep Image Prior

min
𝜽

ℓ 𝒚, 𝒇 ∘ 𝑮𝜽 𝒛 + 𝝀𝛀 ∘ 𝑮𝜽 𝒛

𝒙 ≈ 𝑮𝜽(𝒛)
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